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Trustworthy Disaster Summarization

Given large volumes of crisis-related tweets posted during
the unfolding of sudden adversities, the task is to generate
trustworthy and actionable summaries.

Our Goals

• To design an end-to-end solution for trustworthy
summarization of disaster-related tweets.

• To take a supervised approach as against existing
disaster-specific summarization algorithms.

• To address the gap between a vast body of literature
on document summarization and comparatively
limited research on social media summarization.

MTLTS Architecture

MTLTS is a hierarchical multi-task learning based solution for trustworthy summarization. The verifier is trained at a
lower layer and its predictions are used to train the summarizer at a deeper layer for obtaining the summary-worthiness
of tweets.

Summary Evaluation and Comparison

Figure: Quantitative comparison of summaries generated by various methods on the PHEME dataset. V-Ratio: Verified Ratio of summary tweets.

Baselines:
• APSAL: A clustering-based multi-document summarization system for disaster-related articles.
• COWTS: An extractive summarization approach to generate situational summaries from disaster-related tweets.
• SCC: An extractive summarization approach to identify sub-events from disaster-related tweets, and summarize them.
• VERISUMM: A 2-stage pipeline approach to verify and summarize disaster-related tweets.

Tweet Credibility Verification Results

Figure: Comparison of Rumour Detection/Tweet Verification results,
averaged across all four train/test splits over the PHEME dataset.

• CETM-TL, TD-RvNN, and TL-Conv are three
different tree-based rumour classifiers. TL-Conv jointly
trains stance classification along with rumour detection.

• VRoC: A variational autoencoder-based multi-task
rumour classifier.

• Cascade-LSTM: A novel bi-directional variant of
Tree-LSTM to accumulate the knowledge from the
entire information cascade at each tree node.

Additional analysis results are available in the paper.

Key Highlights

• MTLTS is the first end-to-end solution for obtaining
trustworthy and actionable summaries from potentially
rumourous tweets posted during sudden crises.

• Taking a supervised approach enhances the
generalizability of our solution to unseen events.

• A novel method is presented to leverage a document
summarizer for summarizing social media posts.

• We achieve state-of-the-art results both for the primary
task of trustworthy summarization as well as the
auxiliary task of tweet credibility verification.

• We discover that the veracity of different classes of
tweets change over time in different proportions as
official details are gradually made public.
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Preprint: https://arxiv.org/pdf/2112.05798.pdf
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